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Intrcduction
The purpose of this rerort 1is two-fold: first, to make available
detailed 1informaticn ccncerning the fresent status of CAL TSS, and
second, tc procvide a basis for management discussion of the future
course of development for CAL TSS. Since the TSS staff is small, not
all projects can te pursued at cnce,

CAL TSS is a large-scale, time-shared operating system for the CDC
6400, It has Leen under development since the summer of 1968; the
original goals of the system were to irovide

1) a facility to suprort interactive languages for the use of
students and other *'light' users of computers.

2) a facility for the develcpment and use of large programs;
and
3) a system for the develcpment and use of large, sophisticated,
and interactive programming languages.

On March 16,1971 CAL TSS, with all of its major modules 1included, was
made available to the user community as a demonstration system. This
versicn has many rough edges and some missing pieces, but 1is being
improved.

At rpresent the system can support a maximum of 15 teletypes, of which
all can be in the BASIC subsystem, or some can be using the Editor and
SCOPE Simulatcr, It is expected that, in September, with all of ECS,
the system will be able tc suppcrt abcut 50 teletypes, all in BASIC, or
most in BASIC and some using the Editcr and SCOPE Simulator which is a
significant fraction of the lcad con the A machine.

This rerpcrt ccntains a detailed discussicn of what the current version
of the system can 4o and its prcblems; it is accompanied by a number of
appendices,!

- ——— ——— —————— o~ o v—

1 Appendix B was contrituted by Vance Vaughan,
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Current Facilities_and_Capacity

At the present time CAL TSS prcvides:

BASIC Ap interactive compiler.

SCOPE Simulatcr A subsystem that will run many programs which
run c¢n the CLCC SCOPE operating system. In
particular it surports the FORTRAN compiler,
the CCMEASS assembler and the SNOBOL compiler
of the A machine,

Editor An interactive subsystenm for the preparation,
examination and modification of text files,
(wvhich may be =submitted as input files to
SCOPE Simulator, or may be output files from
runs of the SCCEE Simulator).

Line Printer Subsystems for printing output files on the

Card Reader high-speed line printer and reading card decks
on the high-steed card reader.

BCPL A programming language for scophisticated pro-
grammers., Intended as a system programmers
language.

Permanent Files Files which may be kept within the system from

day to day. (A program does not have to be
re-entered each time it is run.)

File Frotecticn

and Sharing Programs written by one user may be used by
others if the writer desires.

The present system will support a maximum of 15 teletypes. These 15
teletypes can all be in the RASIC subsystem or in the Editor. A few
could be using the SCOPTF Simulator instead of BASIC/Editor, but as the
number of people simultaneously using SCOPE goes up, the total number
of users that can be supported goes dcwn. The system has supported 6
users simultaneously interacting with a FORTRAN program run under
SCOEFE.

Comparison with the PRatch Systen

It is difficult to compare 1S5S with the tatch system. One of the few
statistics available about the tatch system is the number of jcbs run
per day. This goes wup to about 4000 at times of heavy 1load.
Unfortunately, most of the jobs run on the batch system contribute very
little to the total time used and are generally thought to be small,
short student jobs. One of the purpcses cf TSS was to support this
kind cf use.

Experience indicates that a student, with a little experience using the
system, can do the equivalent of 4 batch jobs during 1 hour at a
teletype. This estimate assumes that most of the information obtained
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in the 4 tatch jots relates to syntactical errors, or minor bugs, which
in fact seems to be the case for most student jobs run on the batch
system. Thus, 40 teletypes, used by students, can provide the
equivalent of 160 students Jjobks rper hour on the batch system (4000
batch jobs per day = 166 jcks per hour).

For large jobs on the Batch machine the fproblems are different,. Large
jobs use facilities of the batch system that CAL TSS currently does not
provide; e.g., access to magnetic tape, {(CAL TSS has available only one
drive for short periods of time) and direct access to ECS.

As far as ccmputational efficiency 1is concerned, CAL TSS is quite
competitive. For a job that is wmainly CPU, it has very 1little
overhead, For a job that has a lot of disk I0, it has some overhead,
possibly about 50%. (The batch ijcbs will also have PPU overhead, but
the total cost under batch is less.)

As an example of the ability tc perform large tasks on TSS, the new
versicn cf the system was written and dektugged on the old version, and
contains at least 50,0CC lines of COMEASS code,

Until the system has forced disk swapring (available late this year),
it will nct be able to run large numbers of users with large jobs.

current Prcktlem

-——

Inability to charge for use of the systen.

This is the mcst sericus problem., However, the essentials of the
accounting <system shculd ke completed this summer, Once this has
been done, the system can at least begin charging £for <connect
time. The ability to charge for other resources, such as CPU time
and ECS space, can probably alsc be installed this summer. Since
FCS space is the mcst precious resource of the system, it should
be the main rescurce charged for. It is now possible to charge
for permanent disk space, but nc administrative procedures have
heen set ug. By the end of the summer the main problems with
charging should be administrative rather than systen.

Inconvenient access to permanent files
This problem is caused by a numker cf things, one of which is the

fact that most software was written for an earlier version of the
system, It will ke reduced when the software has been modified to
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make use of new facilities in this version of the systen.

No forced disk swap

Poor

Poor

Poor

Forced disk swap should be ccmpleted late this year. The main
effect of its absence is a reduction in the number of simultaneous
'heavy! users the systenm can support; the current system cannot
force a user with a lot of ECS space to give it up, There are a
number of mechanisms tc encourage giving up space, and they are
used by most of the large subsystems currently available. Howev-
er, a user can write his own programs that will take space and not
release it, as well as typing ccrmands at his teletype that obtain
space, and then not releasing it.

documentation

The system needs three levels of documentation: a cookbook on how
to run FORTRAN and BASIC, a description for the sophisticated
programmer who wishes to write his cwn subsystems, and finally an
internal descripticn for the prograrmers that pmaintain the systen.,
An attempt has been made tc produce the second level of documenta-
ticn, and a document is availatle at some cost from the Computer
Center Library. A very pccr ccckbocck has been available for the
last few months. A far tetter version is now in manuscript forn
and should be available in a mcnth, There 1is practically no
internal documentation of the new version of the system. There is
some out-of-date documentation for the older parts of the systen.

availability of teletypes

At present there are 32 teletypes ccnnected to the machine, Only
8 of these are available to the public, and these are the
teletypes used by the system staff for work on the systen. In

crder to suprcrt a large student lcad there should be a reasonable
number of publicly availatle teletypes 1in a small number of
locations. Also, if there are many more teletypes <connected to
the machine than <can be supported at one time, there will be
difficult administrative problems scheduling use of these
teletypes.

availability of the systen

The system 1is noWw up for general use between 2 PM and 6 PM
weekdays. Between the hcours of € AM and 8 PM, 4 hours ara used by
the SCOPE system staff for maintenarce of the Batch systen, 4
mere hours are used by the TSS staff for development of the new
system, Now that raintenance work has Dbeen moved to the new
system, these 4 hours of TSS development should te reduced. A
total of about 1 hour is 1lcst in the switching of the @machine
between TSS and the SCOPE staff.



CAL TSS Report

August 1971

Inprovements_to be made in_the Near Future

The following are changes which the 1SS staff already knows how to
make. Scre are in progress, all are expected by September.

1) The charging algorithm is being implemented with obvious
tenefits.

2) The user softvare {(Editor, EASIC, SCOPE) is being modified to
give more coavenient access to files, making the systenm
easier tc use.

3) The user software is teing mcdified to keep its swapped ECS

requirements 1low, which will result in an increase in
capacity.

Long-Term _Imprcvenments

These improvements involve more ccding than those previously mentioned,
and it is difficult to predict when they will be available. However,
the staff knows how to implement them; it is just a matter of time.

1) Forced disk swapping which will enable the system to support
more larqge subsystenms and long-running programs
simultaneocusly.

2) FPackground access tc peripherals will make it easy to get
large vclumes cf data into and cut of the systen.

3) New user subsystems and isprcvements to old subsystems will
continue to make the system mcre convenient for more users.
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APPENDIX A

Capacity _in_Sertember

In this appendix an attempt is made tc predict the September <capactiy
of the system under various hypothetical conditions. The most easily
understood description of capacity would ke a statement of the number
of logged in teletypes the system can support. Unfortunately there are
a number cf problems with this fcrm of description.

The fact that the system is designed to ultimately run things other
than logged in teletypes rcses a technical problem. 1In particular it
is expected that it will support a backgrournd batch system. Therefore
the calculations will involve the number of disk processes, herein
called rprocesses, that the system will support. Fach 1logged in
teletype will be represented by cne process, but other processes nmay
alsc ke active.

It 1is «ccnceivable that a system with a very large number of logged on
teletypes could be developed. However, there would be long delays 1in
response to regquests for service since at any given time, a large
number of teletypes would be waiting fcr the completion of a previous
request fcr service.

Actually, having several teletypes waiting for service at one time can
increase the efficiency of the system in at least two ways. First, if
the requests are in fact being processed in a time-shared manner and
are generating disk activity, then this activity will increase the
efficiency of the disk I/0. Second, since requests will arrive from
the various teletypes at random, in order to keep the <computer busy
most of the time +there will be times when several requests will be
pending., This last will nct even require that the requests be serviced
in a time-shared manner.

Given a stable system and stable software, increasing the number of
teletypes will have the follcwing effects, When the number is small
and the users of these teletypes do nct interfere with each other, the
amount of useful computing will gc up linearly with the number of
teletypes. A user at one teletype will not see a decrease 1in
perfcrmance.

As the number of teletyres gets large encugh for the users to interfere
with one another, they will see a decline in individual performance,
but the total amount of useful computing will still go up, although not
as fast. Finally, the total amcunt cf ccmputing will level off. Above
some number of teletypes there will be a small increase in utilization
of the computer and a large increase in the total time wasted by the
users at the teletypes,
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The number of teletypes at which the various effects described above
occur depends heavily on the use the individual users are making of the
system, At one extreme the user may only want to use the BASIC
subsystem to write and debhug a fairly simple student type program. He
will be spending a gccd part of his time puzzling out diagnostic
nessages typed at his teletype and will be making requests for service
at a very low rate. At the other extresme is the user with a CPU bound
program of very large size that runs for hours., He may make only one
request fcr service, but what a request.

Tt is gensrally assumed that the system has two broad classes of users.
The first is exemplified by the BASIC user mentioned above, except that
he is more experienced and makes new requests relatively soon after the
last 1is finished. The second is what is called an Editor-SCOPE user.
He is typically in cne of three mcdes., He is either 1) constructing or
modifying a source program using the text editor subsystem; 2)
compiling or assembling his program; or 3) running his own program,
either under the SCOPE Simulator, or as a subsystem by itself,

When in Editor mode, the EAditor-SCOPE user puts very little load on the
system, probably less than an average BASIC user. In the other two
modes he puts an unknown, but probaltly large load on the system. Cnly
experience and measurement of the systemr will show how service is
affected by the presence of some given number of such users.

The raw data used in the following capacity calculations include
observed performance of the existing system, fixed parameters in the
system ccde, kncwn 1imrrovements in the system code that will be made
this summer and similar improvements that will occur but have not yet
been disccvered.

ECS_Space

Available ECS srace is the current major limitation on the number of
logged in teletypes. ECS space is akscrbed 1in three general ways:
first, by a sytem overhead 1independent of the number of logged in
telatypes; seccnd, by an overhead fcr each 1logged 1in teletype,
independent of whether that teletype is getting service or not; and
third, by space needed for those teletypes receiving service at a given
moment.

The follcwing paragraphs attempt to estimate these three sizes from
various system rarameters, and tc estimate the number of logged in
teletypes CAL TSS can sugport, considering ECS only. 1In the discussion
all numbers are 1in deciral and K stands for about 1000. Most
parameters from the system have an accuracy bhetween 1 part in 10 and 1
part in 100. As these parameters were olktained from the system in late
June and early July, they dc nct reflect current values. The tern
"processes" refers to 1logged 1in teletypes. TEach logged in teletype
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will be represented by cne process, tut cther processes will exist;
notabhly fcr a background batch systen.

Prelipminary

The size of FECS at FPerkeley is 50CK. 200K of these words have been
dedicated by the Ccomputer Center to the A machine. The 300K assigned
to the B machine are divided bky the 1SS system into a number of pools.
140K go intc initial system overhead, the rest go into two pools that
are divided up on a rer process basis. 105K go into a 'swapped' ECS
pool, and €4K go into a 'fixed* ECS PCOL, The intention 1is that
processes with a large amount of swapped ECS can spend part of their
time with all of their asscciated swapped ECS moved onto the dJdisk.
{Hence the name, 'swapped® ECS.) This swapping procedure is expected
to be imrlemented late this year.

Initial System_Cverhead

The 140K of intial system overhead menticned above 1is determined by
various system parameters, scme of which will have to be changed as the
number of processes is increased, In fact, some are probably toc large
now. The initial system overhead has a number of components, including
system ccde, teletype 1I/0 buffers, peripheral device I/0 buffers and
tables for the disk file systenm.

The system code resident in ECS is nct expected to increase by any
substantial amcunt. The teletype I/0 tuffers consume about 80 words
per wired 1in teletype, c¢f which there are now 24, Assuming that this
will rise to 100, an additional 6K of initial overhead will be needed.
The disk I/0 buffers consume 20X. Since an analysis of disk traffic
has =not beern made, it is not known whether this size is high or low.
It is probtably high. It should nct have to be more than doubled with
50 processes, Increase in the number of peripherals on the machine 1is
not anticipated, hence no change in the fperipheral I/0 buffer space.

The tables for the disk file system, cther wise known as Disk Data
Storage (DDS), are nocw 16K, and their size depends on the amount of
swapped FCS in use. As a first approximation the necessary size should
grow linearly with the number of processes. 1In fact this is probably a
conservative estimate since with more prccesses the amount of swapped
ECS ©per rprocess should be less than now. Another consideration is the
fact that the current amount of DDS appears to be too high, No more
than a third of it has ever been seen to be in use. In fact, the
system prcgrammers involved claim that BK would be enough to handle the
current lcad.

Given that the current system is capatle c¢f supporting 15 processes,
the follcwing estimate is made as to how the initial system overhead
should be divided into fixed cost and per process costs, The systen
code will remain unchanged; the teletype I/0 buffers will be fixed
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cost, but at 6K more than now; the pcssitle extra 20K of 4disk I/0
buffers for a total of 50 processes will be counted as .4K per process.
The DDS, which 1is now 1K per process, will count as .8K per process.
The initial system overhead, which was first given as 140K, has to be
reduced by 16K for DDS and increased by 6K for the teletypes, leading
to a fixed cost figure of 130K.

Fixed ECS

Each prccess is ncw guaranteed 4K of fixed ECS. 1In addition there is
4 of fixed ECS for the rare prccess that will need more than the
guarantee, However, such a process has not yet been seen. At least
one fix is known that will reduce the needed quarantee of fixed ECS to
3.5K and it will be in by September. An optimistic estimate is that at
least another .5K can be saved, giving 3K.

e s

Each process is now guaranteed 3.5K cf swapped ECS. In addition there
is 38K <c¢f swapped ECS held 1in reserve for processes that are
momentarily doing large tasks, such as running the SCOPE Simulator.
Further there is 18K of swapped ECS used to hold 'frozen' files, i.e.,
files that have been read into ECS and are held there without charge
for all wusers. Examples include the ccde files for BASIC, the Editor
and the SCCPE Simulator.

The guarantee of 2,5K was set so that all users could run BASIC or the
Editor. The 1initial version c¢f EASIC, as with all other software,
stays at cne fixed size cnce it has been called, even while waiting for
teletype I/0, Most of the subsystems will be converted this summer to
reduce their size while waiting for teletype I/0. Most will also be
converted to vary their size as their needs vary in general. Once this
has keen done for BASIC, the guarantee can be reduced to that size
which all subsystems can reach while waiting for teletype I/0, probably
2K at the most,

The parameter that 1is most difficult to estimate is the amount of
additicnal swapped ECS needed tc suppcrt those subsystems providing
service at the moment, First there nust be a certain minimum amount of
this additional swapped ECS to support the largest size that any one
process may want to attain, which is 32K. Any additional amount will
provide increasingly better service tc the processes. For this
purpose, the additional amcunt is hest figured on a per process basis.,
At the ©present time, given 15 processes, the additional swapped ECS
comes to Z.5K per process, In fact, for the system as it now exists,
this 1is probably too 1low. {(The 1% precesses have never all been in
active use by heavy users,) Hcwever, with +the subsystems reducing
their space while waiting for teletype I,0, most of the use of swapped
space will evaporate, However, again, since the BASIC users will now
have to use this additicnal srace whenever they are getting service,
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there will be a demand that did nct exist before. 1In what follows the
additional swapped ECS is figured in several ways: 1) at the minimunm
to support the system, 32K; 2) at a small level of 1K per process; 3)
at a moderate level of 2K per process; and 4) at a large level of 4K
per process. To put these figures in perspective, at the small level,
all processes could be in BASIC, with half in simultaneous execution of
small BASIC programs, and there would be 0.2K per process left over.

Results

The following table represents the preceeding information and concludes
with the <calculated number of frocesses the system can support uander
various conditions, It includes the possibility of using all or some
of the ECS now dedicated to the A machine, The table has 5 columns,
representing conditions in late June and 4 possibilities in September.
Included in parentheses 1is the hypcthetical case where the fixed ECS
guarantee has been successfully reduced to 3K.

Late September Septenter September Septenber
June, wmipimum srall moderate large
early additional additiocnal additional additional
July swapped_ECS swapped_ ECS s¥apped_ ECS swapped ECS
Overhead
Initial 140K 130K 130K 130K 130K
Frozen
files 18K 18K 18K 18K 18K
Swap_ECS __0 32K __0_ __0_ __0_
Total 158K 18CK 148K 148K 148K
Per
Process
Disk I/0 tf O 4K . 4K » 4K . UK
DDS 0 « 8K . 8K - 8K . 8K
Fixed FCS 4K 3.5K (3K) 3.5K (3K) 3.5K (3K) 3.5K (3K)
Swap ECS
guarantee 3,5K 2.0K 2.0K 2.0K 2. 0K
Additicpal 2.5 _2___ _1.0K_ _2.0K_ _4.0K
Total 10.0K b.7K 7.7K 8.7K 10. 7K
{6.2K) {7.2X) {8.2K) (10.2K)
Number cf Processes
Total ECS 14 12 (19) 18%  (19) * 17 (18) 14 (19)
300K 24 32 {(395) 32 (39) 29 (30) 23 (2W)
500K 34 47 (51) 45 (49) 40 (42) 32 (34)

* More than 1.0X of additiocnal swapped ECS per process in order to meet
minimum ccndition of 32K.
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Suamary of Assumed _Changes

A, An increase to 100 wired in teletypes.
B. An increase in DDS and disk buffers to accommodate more processes.
C. A .5K reduction on guaranteed fixed ECS space per ©process DYy a

kncwn change in the system, (A possible further .5K reduction in
guaranteed fixed ECS space Eer pPIOCESS.)

D. A 1.%K reduction in guaranteed swapped ECS per process. {This
derends on mcdifications tc the user software.)

E. Some fiqgure of additional swapped ECS. (This will depend heavily
cn nser mix.)

F. Possible additional ECS frcm that dedicated to the A machine.

Disk_Space

Disk space will be the limiting factor when the system has a large
number of users. The disk ¢n the €400, a 6638, comes in two
independent halves, each with a capacity of about 8 million words., The
B machine has one of these halves.

Roughly 1 millicn words is used by the disk system itself as part of an
algorithm designed to allow writes to cccur at the «current disk arm
position. The other 7 million words must be divided into two groups.
The first is temporary disk space used by a 1logged in teletype that
will be released at logout time, This space contains such things as
the assemicler scratch files, and outrut files to bhe printed or examined
with *the Fditcr., The second is permanent space assigred to each user
of the system and will hcli such things as his source files.

If it is assumed that the system can sugport 50 simultaneous users for
each 1 hour during a 10 hour day, every day of the week, then a user
community of at least 500 users is needed. Most of these users would
be expected to be students, with modest demands.

One method of slicing the rpie is:

500 Medium Users
4R words each {Enough for 2x108
a 10 rage FORTRAN prcgranm
or equivalent of 60C cards.)

Small Numkter of Large Users 2x 108
40 Logged In Users

At 32K temporary sgace 1.3x10°%
10 logged In Users

At 128K tempecrary space 1.3x10%8

{will allow assembly of
very large CCMPASS trcgrams)

6.6x106
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CPU_Time

At the current capacity of the system as limited by ECS and with the
current user comrunity, there is CPU time to burn. CPU time should be
a problem at about 50 users, assuming that the same user mix continues.
If this dces in fact turn cut tc be the case, then 50 would be the
ideal 1lcad. The <current user community 1is weighted towards heavy
users, making extrapolaticn difficult.

In any case, a few words about how much useful CPU time is delivered to
the user. For a user performing =small tasks, there 1is a 1large
overhead, and he receives only a small percentage of directly useful

CPU tine, For large tasks the <situation 1is different. As an
experiment a very 1large (over 100 fages) machine language program on
the CAL 1TSS and on the A machine system was assembled. One problen

with a ccmpariscn of this sort is the multiplicity of assemblers
available. All of them assemble essentially the same 1language, 1i.e.
COMPASS, the original assembler on the SCOPE system provided by CDC.

TSS system — NCMPASS 105 seccnds CPU time
140 seccnds real time {No one else on)

A machine - CCMEASS 128 s=conds CPU time
128 seccnds PPU time
140 seccnds real time (No one else
running)

A machine - MCMEASS €0 seccnds CPU time
82 seccnds PPU time
390 seccnds real time (No one else
running)

Observe that there is as much variaticn tetween the assenblers on the A
machine as between the machines. {MCMEASS is thounght to be the sanme
assembler as NOMPASS.) Most machine lanquage prograamers on the A
machine seem to use CCMEASS. The Time-sharing staff uses NOMPASS on
their system exclusively.

13
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APEENDIX B

(Vance Vaughan)

User Experience, User Capacity, and Charging Users

This aprendix presents scome user experience on CAL 1SS and introduces
some capacity and charge rate estimates based on this experience. The
first part gives those facts and comments which have been gleaned from
actual wuser experience, The second part is more tenuous and tries to
evaluate the capacity of TSS as ccmpared to the batch system. Finally,
there is a section which introduces scme data relevant to determining
an appropriate charge structure for running student jobs on TSS.

User_ Experience

Two things should be noted akbout user experience on CAL TSS. VNanmely,
there is not very much experience because ¢the system has not been
available very 1lcng, and mocst of what experience there is has been
obtained cn early versicns of the system, 1i.e., 1t 1is obsolete,
However, it 1is the only data availaltle and has some value in defining
what is useful about the system and what areas need improvena2nts,

Current users of the system <can be divided into three general
categories:

1) Very experienced and sophisticated users (including the
system staff).

2) Students from several classes {and their instructors).

3) Jsers with their own dedicated lines.

Category 1 provides a biased view (nct always favorable), but sonme
observaticns shonld be made anyhow, First, it should be noted that the
current system 1itself has been develcped on an early version of the
system which has been in operation since Summer '69. The 1interactive
debugging capacity of the system has been very helpful, possibly
crucial, in the developrent of the system, Most of the so-called user
subsystems, such as the Editor, BASIC, and SCOPE, have been developed
and debugged on the system., Thus it is a known fact that CAL TSS
provides an envircnment for the implementation, debugging and operation
of sophisticated, interactive subsystems. Several developments of this
sort can be and have been in progress simultaneously on the systen
without denying service to more conventional users.
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Classes_that_have_Used CAL_TSS

Course Number Languagey/

Number  Cuarter  Students Subsysten Instructor

cS120A Fall 7¢ 8 SNCBCL (SCCEE) Mrs. Gould

C51208 Winter 71 12 SNCEOL (SCOEFE) Mrs. Gould

Ccs1 Spring 71 pO+ BASIC Mrs. Gould

CsS100 Spring 71 ? BASIC Prof. Meissner

CE298-? Spring 71 ? FCRTEAN (SCCEE) Prof, Glassey

The source of Category 2 experience is summarized in the table. The

following comments are tased c¢n 1epcrts submitted by Mrs. Gould
covering each c¢f her three classes and on a telephone conversation with
Prof, Glassey. I have been unable tc ccntact Prof. Meissner. Mrs.
Gould's rerports are available fcr inspection,

First, the positive side. These ccmments are just the sort of thing
that is supposed to be good abcut time-sharing, but it is nice to see
that the users have noticed then,

1 The students get their assiqnments done more quickly (in
terms of their time, rct necessarily machine time) c¢n TSS
than on batch,

2) The students like Time-Sharing and generally prefer it to the
batch mcde,

3) The instructcrs feel that the 1immediate feedback is very
valuakle to learning.

W) The instructors note that prcjects are possible 1in the
interactive environment which would otherwise be impossible.

5) some students ccmmented <c¢n the usefulness of the more

exXxtensive character set availaltle on TSS.

Now, on the negative side. These conplaints are commented on point by
point.

1)) Inadequate/non—-existent documentation. This, combined with
quirks and problems of early versicrs of the system, has caused
inexperienced users a 1lct of difficulty in using the systen. Prof.
Glassey noted that whenever his students got off the specific set of
instructicns provided for them, they were frequently unable to continue
or recover without 1logging off the systen. Some staff time has
recently been diverted frcm prcgramming to preparing documents. Only
experience will tell to what extent this documentation will alleviate
the problems, but some improvement is inevitable,

2) system 1is hard to use. As with the documentation problen,
this stems frcm the fact that the staff has been too busy gluing the
system together tc be able either to educate the user community or take
minor wrinkles c¢ut of the system, This situation has only begun to
ease recently, and the user interface has already improved markedly.
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Actually, the student users have done surprisingly well in the face of
system reculiarities. The next rcund of students will be spared a 1ot
of the hassles which their predecessors faced and will presumably be
even more productive,.

3) Lack of available teletypes. This situation stems from two
sources. One 1is the limited number cf teletypes which the system can
suprport simunltanecusly and is extensively discussed elsewhere in this
report. fThe other is the lack cf physical teletypes where students can
use then, The whole problem of teletypes has been <clouded by
uncertainty as to the future of the system and lack of administrative
policy on allocating the multiplexcr ports, Now that the system is
becoming productive, these problems will have to be solved. 1t seens
that for instruction purposes, it is essential that labs with a goodly
number of teletypes be established where students can gain access to
then,

i) An interface to the batch system is lacking. This is part of
a larger problem cf allocating rerirheral devices among users. It is
the same c¢ld4 stcry; heavy demands on the staff by more fundamental
parts of the system have prevented development of the peripheral
interface beyond what is absoclutely necessary for the development of
the systen, It should be noted that Mrs. Gould developed an ad hoc
method of getting cards punched tc drive the plotter for her 120B
class, There are no fundamental proktlems here, it is only a matter of
time and emphasis.

£) Delayed echo of characters. Prof. Glassey commented that he
was able to type fast =nough tc cause the echo of characters to fall
behind his typing. This seems to be an inevitable consequence of the
full durlex mode of character transmissicn., Some compensatory coamfort
may te derived frcm the confidence inspired by the fact that the echoeqd
character has ccme back from the ccmputer, allowing the user to know
that the line is nct gartling what he tyres.

6) Restricted hours of availability. Because the hardware has
been used for system develcprment, both TSS and Remcte Batch, the systenm
has c¢nly heen availatle to users four hours a dav. TSS development
requirements should taper cff scon, and the possibility of scheduling
more user hours, especially during the day, should Dbe seriously
considercd,

A Noise. Mrs. Gould notes that 4 model 32 teletypes 1in one
normal room create an anncying ncise level. This problem must be
seriously considered if laks with many teletypes are to be established.
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apacity

The problem of comparing a time-sharing environment to a batch-
processing envircnment 1is very invclved. Here, questions about the
relative merits and demerits of two environments from the user's point
of view are 1ignored, Instead, an attempt 1is made to compare the
capability of the two types of system to handle a given user load. No
attempt is made toc compare the perfcrmance of the two systems for all
types of jobs, which would be very hard tc do. So this 1is further
restricted by defining a *'student! assignment and then estimating the
'batch equivalent' capacity of TSS tc support such student assignments.

A student assignment is characterized as follows:

1) The actual ccmputing requirements are very small, only a few
seconds of CP tirme.

2) The completion of the assigrment on the batch system requires
several runs, first to remove trivial syntax errors from the
source code, then to remcve tugs,

Statistics such as the average number of runs required to complete an
assignment on the batch system are not known, nor is the average time
per assignment at the ccnscle. Thus, there are no hard figures on
which tc base a comparison of batch and time-sharing even for the
restricted kind of use under discussicn here, However, assume that in
one hour at the teletype, a student can accomplish the same amount of
work on an assignment as he could in fcur runs on the batch systenm.
This fiqure has grown out of the experience of instructors and staff
associated with student use of the system, but is impossible to justify
precisely., No attempt is male to justify it beyond saying that it has
consistently been regarded as ccnsearvative by evervone with whom it has
been discussed.

On the rasis of the figure
1 console hcur = 4 batch runs,

one <can compute the batch equivalent capacity of TSS in jobs per day
from

jobs = 4 % number cf active teletype x hours TSS available,

Given that TSS will suprcrt 40 active teletypes and is up 12 hours a
day, then TSS can handle the eguivalent of

4 x 40 x 12 = 1920 student icks per day.
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This is astonishing, tc say the least. The batch load is around 2000
jobs per day, up tc an cccasional high cf 4000+,

The figure of 1920 student jobs per half day indicates that 1TSS is
highly ccmpetitive with the batch system in the processing of this kind
of wcrk, but the figure is so surprising and tenuous that no further
speculaticn on its ramifications will be made here, Fxperience will
provide the final answer, but at 1least there 1is reason to be
optimistic,

Student Users_and_the Charging_Algorithm

The protlem of charging for use of the machine in such a way as to
provide best possible service at the user end while providing necessary
revenue at the Computer Center end is many faceted, Here are publisheid
some figures on the cost of running students on the batch system, and
some inferences about pcssible charging algorithms and rates for TSS
are drawvwn.

Figures supplied by the Ccmputer Science Department give the cost per
student per quarter for cowmputer time as varying between 3517 and $62,
depending on the type of course,

The exact nature of the charging algorithm to be used for TSS is not
yet specified, but the limited number cf teletype hours available on
the systen seems to indicate that connect time should be charged for in
order to avoid having access to the machine <clogged up. If the
algorithm charged only for connect time, a rate of $1-2 per hour would
provide a healthy chunk cf time for each student based on the current
figures of $17-62 per student., But on the assumption of 40 active
teletypes, this would only provide $40-80 revenue per hour from the
terminals., The difference between this figure and the hourly revenue
required from the machine would have to ke made up by:

1)) Charging for scme cther service, such as background batch,
2) Charging for some cther rescurce, perhaps CP time or ECS
space.

This would produce additional inccme frcm other users without substan-
tially increasing cost to students.
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As the system is constructed in layers, the status of each layer will
be discussed individually.

ECS_Systepn
This is the base layer cf the system., The original design for this
layer was completed in late Fall cf 1¢68, and the major components were
working in Summer 1969, TIn the light cf the design work for the Disk
System in Fall 1969 and Spring 1970, scme portions of the ECS systen
were re-designed, During 197C some of the uncompleted components in
the original design were ccmpleted, nctatly the ECS compacter. Also,
during 1570 some of the re-desigred components were completed, in
particular the new block parameter passing conventions and the paramet-
er return conventions. Nearing ccmpleticn is the new call-stack logic.
This will require some slignt mcdification 1in higher 1levelcode, and
hence 1its «ccmpletion requires careful integration with the higher
levels cf the system. Unstarted as yet is the fancy scheduler; work is
expected to begin on it late this summer.

Alsc part of the ECS system, a sort of sublayer, 1is the interrupt
system, which interfaces external devices to the rest of the systen.
Modification will probakly ke needed here to support more than the one
tape drive <currently suprported, The 1interrupt portion of the ECS
system has given no trouble since summer 1970, and no work has been
done cn it since then.

Although the FCS system has been very reliable over the last year, at
present it has one known bug that causes system crashes, but on an
average of less than once a month at the current load. So far there is
insufficient information to diagnose the bug, and each time it occurs
more code is inserted into the system tc diagnose the trouble the next
time it cccurs.

Disk System

This pcrticn of the system manages disk files and directories. It
permits a portion of a file tc exist in ECS and the rest to be on the
disk. The detailed design of this level was begun in Fall 1969 and
continued into Spring 1970. The basic ccmponents of this layer becanme
operaticnal in Spring 1¢71, It 1is now in about the same state of
completicn as the ECS level was in Summer 1969, A number of the
components 1in the original design are nct yet available, and some are
present in an inccmplete fcrm., The major missing component 1is forced
disk swarfing., which is expected late this year.

19



CAL TSS Report

Augqust 1971

Command _Erocessor
This 1is the highest 1layer of the system that must be maintained as
protected code, The design was started in Summer 1970 for a quick and
dirty system expected that September. (The so-called September Sys-
tem.) That design gradually evolved intc the version now available.
Most of the features expected to be seen by an ordinary user are now
completed. Missing features include acccunting, protected subprocess
descriptors, and the ability tc construct user processes not tied to
particular teletypes. These features shculd be completed 1late this
summer. The most difficult one is accounting and has been in progress
several mcnths,

User_ Software

This tofp most layer of the system is nc less important than any other
part of the system, It is the layer that users confront most of the
time. Since this layer of the system is not protected system code, it
is ©possitle for anyone to write parts of it, which has led to a very
diffuse responsibility for this layer. Full responsibility, even for
the necessary porticns, does not lie within the project proper.

All o¢f the <code now existing at this level was first written for an
early version of the system. The command processor for the new systen
contains facilities to allow the ©ld code to be run with only minor
changes. A number of less mincr changes have now become necessary for
two reascns: ECS space control and permanent file naming. Since no
one has overall responsibility for this ccde, it is difficult to get
these changes made.

Currently available wuser software includes: the SCOPE Simulatcr, the
BASIC interactive ccompiler, the ©Fditcr, the 1line ©printer and card
readers, and the BCPL compiler, Some of the demonstraticn programs are
also available; most were the prcducts of some Computer Science
Department classes, These include an interactive haikn program and a
conversatiocnal psychoanalyst.
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This appendix gives the primary assignment, by portion of system, of
the current staff, Most of the staff will be working full-time this
summer, but will drop back tc part-time in the fall. The figures are
in terms of full-time eguivalents for the summer. Most of the staff
work on other projects besides their grimary assignments,

Howard Sturgis

Director of the project. Chief architect of the Command Proces-
sor, but has now turned most of the coding over to two other
programmers, de ncow spends most of his time supervising and
working cn cverall Adesign, This report 1itself has taken a
considerable amount of his time cver the last few weeks.

Vance Vaughan

Principal task, ECS system. Cther tasks include preparation of
docurentation for users. Mcst of his time the last aonth was
spent on documentaticr.

Dave BEedell

Disk system. A1l o¢f his time ncw is spent on implementing new
features and removing bugs. He is currently saddled with a 1large
body of code which he did nct write.

Paul ¥cJdcnes

Disk system and Directory system. He 1is the chief architect of
the directcry systen. Mcst of the 1intended features of the
directory system now work, so he is moving over to the disk systen
to help Dave Redell. Alsc, he spends time on the SNOBOL system
for use on the Batch machine,

Bill Bridge

Command Processor. Mcst cf his work is now concentrated on the
accounting system, He is chief architect of the BASIC systen,

Gene McDaniel

Cormand Processor, Mcst c¢f his werk in the past has been as an
assistant to Vance Vaughan on the ECS system, but he is now moving
over to replace Howard Sturgis or the Command Processor, Most of
his work in the near future will invclve improvements to help with
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the wmaintenance of the system, such as the ability to construct
slave test user prccesses.

Keith Standiford

External I/0, He is the chief architect of the disk dump, 1load
and reccver rpackaqge., He is now werking on numerous small packages
to help with systemr maintenance.
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Current Prcijects

The follcwing is a list of projects now under way, or which will begin
sometime this sumrer.

. e s 7

All existing user software must be converted to contrcl its use of
swapped ECS space since it was originally written for an early version
of the system in which such ccntrol was not possible. Swapping ECS
space 1is the major factor which will determine how many users
performing non-trivial tasks the system can support at one time. Since
there is nc one person directly respcrsitle for all of this software,
the ccnversion is a slcow process.

o v i e 2 . e S . T o e S o o . o .

A1l existing software, which was written for an earlier system with
different <ccnventions, mnust Lke converted to use the new naming
conventions. In crder to provide reasonable access to permanent files,
the software must ke changed to use the new conventions,

BASIC_Fditor

BASTIC now uses a versicn of the system text editor. This editor uses
different conventions frcm the editors available in most BASIC systens.
In fact the current BASIC system executes statements in order of their
beginning 1ines npumber, rather than +their order in the text which
results in a very confusing situation. A new editor will be written
for BASIC that will be similar tc other EASICs.

The above were all projects at the user software level; the following
are projects at the systen level.

Accounting

It is necessary tc charge users fcr the use of the system. At present

this is nct done. During construction of the lower levels of the
system a number <¢f facilities were 1installed to be used by the
projected accounting systenm, These facilities generally accunulate

local charges of various scrts, e.g., swapped ECS space-tine,

A full scale accounting system 1is teing written which will: 1
maintain within the system a running tctal of remaining funds for each
user; 2) appropriatelydecrement these totals at the end of each
teletype session; and 3) record the resources used by the user for this
session in a transaction file which will ke used by the Computer Center
accounting staff to send a reccrd of use c¢f the system to each user,
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Disk_Space_Control

At present the system 1is unaktle tc control the use of the disk for
either temporary files or permanent files, This space control should
be in effect early this summer. At that time it will become possible
to charge individual users for files kept permanently on the disk.
{Completed as of 7/26,71 at the disk system 1level, The Coamand
Processor now uses this facility to ccntrol permanent files.)

ECS_System Call Stack Lcgic

A process is compcsed of a number of subprocesses that <can call one
another, passing and returning parameters, A number of imperfections
were discovered in the original design, and a redesign was done last
summer. The new version should be available late this summer. Since
this change will entail changes in the code in higher 1layers, it can
not te turned on until the old EEAT system is finally removed and the
appropriate changes in the new system have been completed. These
changes are thought to be minor.

s . e s e e s s o i

In order to permit processes with a small amount of processing to get
good service, a fancy scheduler fcr the ECS system was designed at the
beginning of the project but has never been implemented due to other
projects of greater impcrtance. Work shculd begin on this scheduler
late this summer and be completed late this year., As the load on the
system increases, the scheduler becomes ¢f greater importance since it
essentially provides the character by character interaction ability of
the systemn.

Forced_ Disk _Swapping

Programs exist which will ccmpute for long times between teletype
interacticns. These rprograms will hcld 1large amocunts of ECS while
computing, thus preventing mcre interactive programs which have
released space from continuing., The forced disk swap is the system's
method cf preventing this sitwation., Work on this facility will begin
this summer and should be completed late this year,

Moving_System_Maintenance to_New_Systenm

Most system work is now done on the cld BEAD system. A move to the new
system has been postpcned for variocus reasons. At present the last
obstacle is the lack of disk space contrcl, but as soon as that is
working the mcve will ke made. (This is an obstacle because when disk
space control is turned on, user directories must be remade and files
moved frcm o©ld directories tc new ones., The fewer files that have to
be moved the better.) 7The only sense in which this 1is a project is
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that it will take some time and scme reorganization of procedures.
(Completed as of 7/26/71.)

Numerous_Internal System_ Proijects

Resides the projects described abcve, there are a number of individual-
ly small projects under way t¢ 1imrrove various characteristics of
maintenance of the system. One such project is to write user software
for the new system to perfcrm various tasks needed in +the maintenance
of the system, e.g9., a prcgram to construct a dead start system tape
and a program to allow examination of ©pcst mortem tape dumps taken
after system crashes or while testing new system code. Anocther project
is to permit the construction of user frocesses containing new pieces
of system code for test, It is expected that several system program-
mers cculd be testing new <code in gquite different sections of the
system at the same time and independently. One more project 1is to
permit the wexamination, on the £fly, of the system part of a user
process that has hung up and is nc longer listening %o the teletype.
{These last +two projects will prcvide most of the system features
needed tc implement the proposed hatch system; see Appendix F, Future
Proijects.)

The dead start system tape prograr and the post mortem dump tape
examinaticn prcgram have been ccmpleted as of 7/26/71.

e e
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There are a number of prcjects which have been discussed, but for which
no work is contemplated in the immediate future, i.e., this summer.

Trivial_ User Mode

Currently when a wvser logs in, he immediately acquires quite a lot of
machinery to handle his reguests for service. This machinery is
assigned to him from the time he logs in to the time he logs out. If
he is performing a large task, such as running the SCOPE Simulator, the
machinery 1is a small part of his cost. Hhen he is doing small tasks,
such as editing, the machinery amcunts tc about half of his costs.
When he is doing nothing, the ccst is encrmous.

It has been propcsed tc introduce into the system a new state, Trivial
User Mode, in which the costs per user are very small. It has also
been suaggested that scre small tasks could even be performed in this
state by multiplexing them through a larger, special pseudo-user.,

This mode would be introduced at the ccmmand processor level in the
system, thus involving nc <changes at the fundamental levels. It is
estimated that it may require 6 man months to implement,

This mode will greatly increase the number of simultaneous users, while
reducing the power cf the machine for thcse users in the trivial mode.
It is in this way that KRONOS, for example, attains its large number of
simultaneous users.

The main objection to this propcsal is that it destroys the concepts of
an ipdividual ©process handling services for an individual user, thus
allowing the writing of wuser scftware without having to consider
multiplexing users. It will te possible for users to write their own
software which multiplexes users and test it without System Programmer
interventicn.

Background BRatch_ Systenm

The major problem with the current version of the system is that it
sits idle fcor most of the time, There are a number of ways to get more
useful time cut of 1it,. The first 1is to 1increase the number of
simultanecus users,

There are twc f[roblems with this approach: one is that the systen
itself needs much improvement tc increase the number it can log in; the
seccnd problem 1s +that since users %ill make essentially random
requests for service, in order to have the machine busy for all but a
tiny fraction of time, it rust have many users waiting for services
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most of the tirme, Cne crude calculation indicated that to have the
machine busy 90% cf the time required that the average number of users
waiting fcor service at a given time wculd be about 10.

One way to keer the machine busy without this effect is to have
something in the 'background' to run when no console user is requesting
service., It has been proposed that this background be a Batch Systen
to run Jjobs read in at a card reader, A method for implementation of
this Batch System has been proposed that requires no changes to the

fundamental 1levels of the system, but requires some new facilities at
the command processcr level, which shculd be available at the end of
summer, as they are also needed for improved maintenance of the systenm
itself, These facilities basically ccnsist of the ability for a user
process to construct slave user [rocesses. Once these have been
implemented, the rest of the work will be at the user software level.

At the mcment there are twe undesiratle side effects of the Batch
Systen. Since the fancy ECS scheduler has not yet been implenented,
all users will see a degradation in the character by character response
of the system, which is seen by all users, since it is used by the line
collectcr on all control characters., Second, since forced disk
swapping 1is not yet 1installed, the Batch System will occupy an
essentially constant amcunt of FCS, whether running or not, thus
decreasing the maximum number of logged in teletypes.

New language Proce€ssors

At the rmoment, all of CAL TSS's languace processors, except BASIC and
BCPL, run under the SCOPE Simulator, 1including the processors most
heavily used by ‘heavy' users: COFPASS, FORTRAN, SNOBOL. There are
two tad effects c¢f this arrangement. The first 1is that these
processors are not re-entrant; each user has to supply ECS space to
hold his cwn copy of the one he is using. Second, the SCOPE Simulator
is in itself an expensive subsystem tc run.

For the mcst frequently used prccessors, it is hoped that a new version
could be written that would te re-ertrant, In fact, at the beginning
of the prcject, a small amcunt of time was spent in looking at the RUN
FORTRAN Conmpiler, to estimate how difficult this would be. There are
two rarts tc the problem. The first 1is to make the <code of the
compiler re-entrant. This was thought not to be difficult, since it
would be easy to collect all the writable data areas 1in omne or two
areas, and the only other task was to handle the use of the RJ
instruction, which would also te easy with +the introduction of an
internal transfer vector in writaltle area. The second part of the
problem is to handle file I0, This is mcre difficult, and the proposed
soluticn is to construct a cut down versicn of the SCOPE Simulator that
supplies the SCOPE IO to facilities.
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Floating line_ Pripter and Card Reader_Crivers

The present line printer and card reader driver software requires that
the user TTY wait while the printing cr reading is in progress. 7Tt has
been prorosed that flcating processes be constructed to handle these
functicns so that a usert's TTY would te freed for other tasks. This
facility <cculd very weasily be incorpcrated in the proposed batch
facility, and is prcbably the best way tc go.

Peripheral Device Allocatcr

The original conception of the system included facilities to permit
individuals tc write their <cwn ©fprcgrams for driving the peripheral
devices, One of the advantages derived from this ccncept 1is that it
would nct be necessary to write drivers that could handle all possible
needs, The system would only have to handle the usual cases. The ECS
system 1is so designed that CAL TSS can hand out capabilities for a
given device and taken them away later. The necessary code must yet be
designed and written at the command prccessor level to allocate the
devices tc individual frocesses. (The current system assumes that the
code in the individual rrocesses for driving peripheral devices is
friendly.)

File Ccmmupnication with the A_Machine

Users need a means of transfering rprograms to and from the A machine
Batch System, for example, in crder tc debug a program on TSS and then
run production c¢n the Batch Systen. At present this transfer is
accomplished by the use of magnetic tape, but 1is unsatisfactory for
several reasons. First, TSS tarpe handling conventions are primitive at
present. Second, the system has available only one tape drive, which
will prcbably ke needed fcor scme kind of file archival systen. Third,
there is insufficient operator support to handle a large amount of tape
mounting and demounting.

Therefore, some way tc copy files Letween the two systems without
havinrg tc go tc scme outside medium is needed. The original systen
proposal was to use a channel coupler between the two machines and have
appropriate PPU programs in the two machines to transfer the files. 1In
order toc save money, the channel ccupler was not obtained. A more
recent prorosal envisions that the transfer be done in some common part
of ECS. This will probably be a slcw transfer since it regquires the
monitcring of the transfer by the system code. {There is no way for
one machine to interrupt the c¢ther.) The system will be able to
monitor the transfer at scme regqular interval, say about once every 10
milliseccrds. 1If a sufficiently large blcck of data can be transfered
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at cno time, a reascnabls transfer rate should be attainavle,

o — | T i o e s T . T . . o w7

One of the major limitaticns on the csize of the CAL TSS user community
will be the total size of files that it can hold on a permanent basis.
At present these files are all held cn the disk, a relatively small
storage device. Cne obvious solution is to require users to hold their
files c¢cn magnetic tape, but again, this would put an intolerable burden
on the operators fcr mocunting and demcunting tapes.

proposed scluticn tc this problem is tc rermit users to 'Archive' their
files, All archived files would be written successively on the same
reel cf magnetic tape, thus reducing the tape mounting costs. Requests
to retrieve files would be collected over some time interval, in hopes
that several requests cculd be satisfied by a single tape mounting.

e

The syster was designed with the intenticn that, after it was running
successfully, thcse rparts +which prcved inefficient could later be
rewritten to run faster., For example, tke ECS system <contains many
objects and about 100 actions c¢n those objects, but most of the tinme
spent in the ECS system probably invclves only about 10 actions. Hith
a degree of concentration on these actions a substantial reduction in
overhead should be realized. sirilarly, the disk system currently
invclves 3 subprocesses that call each other, This arrangement paid
off in ease c¢f constructicn and debugging, but now these 3 subprocesses
can be combined into one, thus eliminating the inter-subprocess call
time, a substantial saving, Finally, it was originally intended to
supply scre form cf direct access to ECS. When this has been provided,
the disk system ccde can be easily mcdified to take advantage of this
feature tc reduce its overhead by possibly one-half. 1In fact, the disk
system was written with this modification in mind, and will require
only small changes in its code.

The ccmbinaticn of all «c¢f the above <changes should reduce systen
overhead ty abcut one half,
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